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Abstract

Artificial intelligence (Al) is increasingly embedded within organizational infrastructures,
yet the foundational role of data in shaping Al outcomes remains underexplored. This
study positions data at the center of complexity, uncertainty, and strategic decision-mak-
ing in Al development, aligning with the emerging paradigm of data-centric Al (DCAI).
Based on in-depth interviews with 74 senior Al and data professionals, the research ex-
amines how experts conceptualize and operationalize data throughout the Al lifecycle. A
thematic analysis reveals five interconnected domains reflecting sociotechnical and organ-
izational challenges—such as data quality, governance, contextualization, and alignment
with business objectives. The study proposes a conceptual model depicting data as a dy-
namic infrastructure underpinning all Al phases, from collection to deployment and mon-
itoring. Findings indicate that data-related issues, more than model sophistication, are the
primary bottlenecks undermining system reliability, fairness, and accountability. Practi-
cally, this research advocates for increased investment in the development of intelligent
systems designed to ensure high-quality data management. Theoretically, it reframes data
as a site of labor and negotiation, challenging dominant model-centric narratives. By inte-
grating empirical insights with normative concerns, this study contributes to the design
of more trustworthy and ethically grounded Al systems within the DCAI framework.

Keywords: data-centric AL artificial intelligence; data quality; data governance; Al model
development; Al lifecycle

1. Introduction

Artificial intelligence (AI) has evolved from a specialized domain within computer
science into a transformative force that is reshaping organizational structures, operational
workflows, and user experiences across sectors. As predictive analytics, autonomous sys-
tems, and generative models gain widespread adoption, Al is becoming a core component
of contemporary digital infrastructures [1-5]. At the heart of these systems lies data—not
merely as a technical input but as a dynamic, context-sensitive asset that drives model
development, influences performance outcomes, and shapes the ethical and social impli-
cations of Al deployment [6-8].

Yet despite this centrality, Al research and development continue to prioritize mod-
els over datasets. Kumar et al. [9] report that approximately 99% of academic Al research
remains model-centric, even as many industry actors shift toward data-centric ap-
proaches to address real-world challenges. A similar critique has emerged from MIT
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researchers, who argue that while 90% of academic machine learning (ML) efforts focus
on algorithmic innovation, only 10% address data preparation and validation—even
though practitioners devote most of their time to these tasks [10]. As Sambasivan et al. [5]
pointedly observe, “paradoxically, data is the most undervalued and de-glamorised as-
pect of Al” (p. 1). This imbalance has significant implications: data work is often treated
as routine or secondary, attracting limited institutional recognition or investment, which
in turn undermines the reliability, fairness, and accountability of Al systems [5,11-15].

The oft-quoted phrase “data is the new oil,” first coined by Clive Humby in 2006,
captures the idea that raw data, like crude oil, must be processed and refined before it
becomes valuable [16]. However, the analogy also emphasizes the need for continuous,
real-time data flows to sustain digital systems. This perspective has informed the emer-
gence of “data-centric AI” (DCAI): a paradigm that places dataset quality, contextual rel-
evance, and representativeness at the center of Al system development and evaluation
[7,8,17,18]. Within this framework, models are understood as data-driven learning sys-
tems whose predictive, classificatory, and decision-making capacities are only as effective
as the data on which they are trained [9]. Complementary movements in responsible Al
further highlight that data practices are inseparable from questions of governance, bias
mitigation, traceability, and transparency [19,20].

Nevertheless, much of the scholarly discourse on data in Al remains conceptual, ab-
stract, or technologically deterministic. While a few empirical studies have addressed the
role of data in Al development (e.g., [5,14]), they largely focus on high-stakes applications
and were conducted before the widespread emergence of generative artificial intelligence
(GenAl) tools in daily professional contexts. Moreover, these studies frequently reduce
data work to technical processes or ethical abstractions, without fully engaging with the
sociotechnical and organizational dynamics that shape data practices in real-world set-
tings [21].

In particular, there is limited empirical insight into how senior professionals—those
who combine technical expertise with strategic responsibility —perceive and navigate the
challenges of data in Al development. This includes aligning data practices with business
goals, regulatory requirements, and user expectations. Despite its critical importance, the
labor involved in curating, annotating, integrating, and contextualizing data remains
largely invisible in dominant Al narratives. Yet these activities are foundational to ensur-
ing system reliability, adaptability, and fairness [9,10,22,23].

This study addresses these gaps by foregrounding the experiences and insights of
senior Al and data professionals working at the intersection of technical implementation
and organizational decision-making. Their experiential knowledge offers a unique win-
dow into the complex trade-offs, tensions, and strategies that characterize data-intensive
Al development. By focusing on how these professionals conceptualize, prioritize, and
operationalize data, the research moves beyond theoretical idealizations to engage with
the practical realities of building and deploying Al systems in complex organizational en-
vironments. Drawing on these insights, we developed the Al Lifecycle model, a concep-
tual framework that maps the evolving role of data across all stages of system design and
deployment; from data collection and preparation to monitoring, explainability, and long-
term system maintenance.

2. Research Question and Objectives

The central research question guiding this study is: How do strategic professionals in Al
and data-related roles experience and manage the role of data in developing Al-driven products and
services? To address this question, the study is structured around three interrelated re-
search objectives:
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ROL1. To identify the key data-related challenges encountered during Al model train-
ing, whether developing new ones or adapting existing ones.

RO2. To examine how these challenges influence Al development and deployment
processes.

RO3. To explore the strategies employed by professionals to mitigate data-related
risks and constraints.

By foregrounding the perspectives of experts who navigate both technical and organ-
izational facets of Al development, the study contributes a grounded and practice-ori-
ented understanding of data’s role in shaping Al outcomes. The findings aim to bridge
the empirical gap in the current literature, inform theoretical discussions on the data-
model relationship, and offer actionable insights for organizations seeking to design re-
sponsible and effective data-driven Al systems.

The remainder of the paper is structured as follows. Section 3 reviews the relevant
literature that informs the study’s conceptual framework. Section 4 outlines the research
methodology, including the study design, sampling strategy, and procedures for data col-
lection and analysis. Section 5 presents the empirical findings in detail, followed by Sec-
tion 6, which offers a discussion of the results and introduces a data-centric interpretive
framework developed in this study. Finally, Section 7 concludes with a summary of key
insights, theoretical contributions, practical implications, and limitations that point to-
ward directions for future research.

3. Background and Related Work
3.1. Evolving Capabilities of Al in a Data-Driven World

Al has long been defined as the science and engineering of creating machines capable
of replicating human cognitive functions such as perception, reasoning, and learning [24].
This expansive field comprises several subdomains, including expert systems, ML, natu-
ral language processing (NLP), computer vision, and robotics [3,4,23]. Over time, Al has
experienced a profound paradigm shift: moving from rule-based, symbolic reasoning ap-
proaches to probabilistic, data-driven models that learn from large datasets rather than
explicit programming. This evolution represents a fundamental epistemological transfor-
mation, placing statistical inference and pattern recognition at the core of machine “un-
derstanding” [22,25-27]. These methodological and epistemological shifts have laid the
groundwork for the most recent wave of Al advancements, which are now transforming
the scale, scope, and impact of intelligent systems.

Recent years have witnessed a significant expansion in both the scope and sophisti-
cation of Al applications, propelled by three converging trends: the exponential growth
of digital data, breakthroughs in deep learning architectures, and advances in high-per-
formance computing infrastructure. Among the most notable recent developments, Al
models are increasingly demonstrating multimodal and autonomous capabilities, ena-
bling more context-aware reasoning and broadening the epistemic role of Al across di-
verse domains. Large Language Models (LLMs) and other GenAl systems now exhibit
remarkable proficiency in tasks such as text generation, image synthesis, and complex
reasoning. These capabilities are being deployed across an expanding range of sectors—
including healthcare diagnostics, supply chain optimization, scientific discovery, and cre-
ative industries [28-32] —prompting a re-examination of both the nature and boundaries
of machine intelligence.

3.2. The Expanding Footprint of Al Adoption in Organizational Contexts

Al technologies are increasingly being integrated into core organizational processes,
reflecting their perceived strategic value in enhancing operational efficiency and
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innovation [3,4,32-34]. Global surveys from McKinsey [35] and Deloitte [36] reveal that
the majority of large enterprises have adopted Al for key functions such as customer ser-
vice automation, fraud detection, predictive maintenance, and supply chain management.
However, the degree and success of Al adoption vary widely across industries, organiza-
tional sizes, and levels of digital maturity. Key barriers include limited data infrastructure,
resistance to cultural change, and workforce skill gaps [37-39]. Consequently, organiza-
tions are compelled to experiment with diverse implementation pathways, ranging from
incremental process enhancements to transformative, enterprise-wide initiatives [38,40].

Importantly, AI adoption is not merely a technical implementation challenge but a
multifaceted organizational process requiring alignment between technological capabili-
ties, strategic vision, and human factors [4]. Employees often express anxiety over Al's
impact on job security, raising concerns about displacement and role redefinition [40,41].
These realities are reflected in emerging Al maturity models, which trace organizational
progression from isolated pilot projects to fully integrated Al strategies aligned with long-
term business goals [39]. Additionally, effective Al deployment demands that models be
trained on use-case-specific datasets, underscoring the critical role of data relevance and
context in organizational outcomes [37].

3.3. Critical Risks at the Intersection of Al and Data

While Al holds transformative potential, it also introduces a complex array of ethical,
technical, and societal risks [32,42,43]. Prominent concerns include algorithmic bias, lack
of interpretability, opaque decision-making processes, unequal access to Al technologies,
and threats to individual privacy and civil liberties [2,9,19,20,30,44]. Many of these chal-
lenges stem from the data used to train Al systems. Biased, incomplete, or non-representa-
tive datasets can result in discriminatory outcomes, particularly in sensitive domains such
as hiring, lending, and criminal justice. The “black box” nature of many ML algorithms
further complicates accountability, as it is often unclear how specific decisions are made
[6,7,13].

Compounding these technical issues are concerns related to data governance and eth-
ical data sourcing [32]. The use of synthetic or repurposed datasets — particularly those lack-
ing transparency or informed consent—can expose organizations to reputational damage
and regulatory sanctions [6,18]. In response, international regulatory frameworks such as
the EU Al Act and the OECD AI Principles have emphasized the need for responsible data
stewardship, human oversight, and algorithmic transparency [19,44,45]. Nevertheless,
many organizations continue to struggle with balancing the pressures of rapid Al innova-
tion against the demands of robust ethical governance and regulatory compliance.

3.4. Theoretical Lenses on the Role of Data in Al Systems

The increasing centrality of data in AI development has prompted a shift from
model-centric to data-centric paradigms. In traditional model-centric approaches, efforts
focus on refining algorithms and architectures to improve performance. By contrast, DCAI
emphasizes the importance of data quality, structure, and contextual relevance in training
effective models [9]. Without high-quality data, even the most advanced ML models are
prone to underperform. DCAI proposes that refining datasets—through annotation,
cleaning, augmentation, and validation—can yield greater improvements than adjust-
ments to model design alone [7,8,18,46].

Recent scholarship also reconceptualizes data not as a neutral input, but as a form of
socio-technical infrastructure embedded within institutional, political, and cultural frame-
works [14,23]. From this perspective, data pipelines are shaped by human choices, includ-
ing annotation practices, contextual assumptions, and organizational priorities [2,5]. This
broader lens highlights the interdependence between data and decision-making systems,
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reinforcing the view that Al performance is as much a function of social context as it is of
technical design. Consequently, understanding data as infrastructure underscores the
need for critical engagement with how data is sourced, structured, and mobilized in the
service of Al

3.5. Synthesis and Positioning of the Present Study

The synthesis presented in Table 1 highlights that, while prior scholarship has sub-
stantially advanced knowledge on Al’s technical evolution, patterns of organizational
adoption, and associated risks, the literature remains fragmented — particularly regarding
the interplay between recent technological advances and data practices. The advent of
generative models and LLMs has further amplified the centrality of data, introducing new
layers of complexity, dependency, and vulnerability that existing research has only par-
tially captured. Contemporary research increasingly recognizes that the capabilities and
limitations of Al systems are not determined solely by model architectures but are pro-
foundly shaped by data-related processes, infrastructures, and governance mechanisms
[5,7-10,17,18]. Despite this growing recognition, empirical insights into how these chal-
lenges are experienced and managed by practitioners remain scarce. By systematically
identifying these gaps, the present study situates itself at the intersection of technological
innovation and organizational practice, providing an empirically grounded perspective
on the evolving role of data across the development and deployment of Al-driven prod-
ucts and services.

Table 1. Summary of Key Domains in Related Work.

Domain (Section)

Key Findings in Prior Work Unique Contributions Remaining Gaps

Evolving Capabili-
ties of Al'in a Data-
Driven World (3.1)

Al Adoption in Or-
ganizational Con-
texts (3.2)

Critical Risks at the
Intersection of Al
and Data (3.3)

Theoretical Lenses
on the Role of Data
in Al Systems (3.4)

Shift from symbolic to data-
driven and generative models;
LLMs and GenAl expand Al’s

Mapping paradigm shifts; Limited empirical evidence on
highlighting technical ad- how these advances reshape

scope and complexity [3,4,22- vances an(‘i new applica-  data Work and challenges in
tion domains practice

32]
Widespread but uneven Al Large-scale surveys; ma-  Lack of in-depth, cross-sectoral
adoption; barriers include data  turity models; identifica-  analysis of how data work is
infrastructure, skills, and cul- tion of organizational bar- managed and aligned with
tural resistance [3,4,32-41] riers business goals
Risks include bias, lack of trans-

1srefu1:nc uris Clas, na(;: gvel;ins Identification of ethical, Few studies examine real-
parency, privacy, and technical, and societal world strategies for mitigating

ance; regulatory responses
emerging [2,6,7,9,13,18-
20,30,32,42-45]

Shift from model-centric Al to
DCAI data as socio-technical in-
frastructure [2,5,7-9,14,18,23,46]

risks; mapping regulatory  data-related risks in organiza-
frameworks tional setting

Theoretical reframing of Scarcity of empirical research
data’s role; emphasis on on how data-centric ap-
annotation, context, and proaches are implemented and
social factors experienced by practitioners

4. Materials and Methods
4.1. Research Approach and Design

This study adopts a constructivist-interpretivist qualitative research design to ex-
plore how professionals in artificial intelligence and data science conceptualize the signif-
icance and influence of data throughout the lifecycle of Al-driven technological develop-
ment. A qualitative approach was deemed particularly suitable given the study’s
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emphasis on situated knowledge, experiential insight, and meaning-making processes—
dimensions that are often tacit, emergent, and deeply embedded within organizational
and technological contexts [47-49].

This methodological orientation was selected for its ability to elicit authentic, context-
sensitive perspectives and to capture the complexity of professional reasoning that resists
quantification. It also enabled an inductive analytical process, allowing themes to emerge
organically from participants” narratives rather than being constrained by pre-existing
theoretical frameworks [47,50]. To balance structure with flexibility during data collection,
the study employed semi-structured in-depth interviews. This method provided a con-
sistent set of guiding questions while allowing for responsiveness to each participant’s
unique experiences, language, and organizational context. The openness of this format
encouraged participants to articulate nuanced reflections and share rich organizational
narratives, thereby enhancing the depth and contextual richness of the data [51-53].

All research procedures adhered to rigorous ethical standards in accordance with
institutional and scientific community guidelines. The study received approval from the
Institutional Review Board (Approval No. 120525582), ensuring compliance with best
practices for research involving human participants. Prior to data collection, participants
provided informed consent and were assured of full anonymity and confidentiality. They
were also informed of their right to withdraw from the study at any time without conse-
quence. No proprietary or commercially sensitive information was collected, and all data
were securely stored on password-protected devices accessible only to the research team.
The dataset underwent a thorough anonymization process to remove or obscure any iden-
tifying details related to participants or their affiliated organizations.

4.2. Sample Characteristics and Composition

The study was conducted between September and October 2024. A total of 74 senior
professionals were interviewed, all of whom held leadership roles requiring substantial
expertise at the intersection of Al and data. Participants were selected using purposive
expert sampling [48,54], based on the criterion that they must hold strategic technological
leadership positions with direct responsibility for Al and data-related decision-making.
This sampling strategy was chosen to ensure that the insights gathered would reflect the
perspectives of individuals with deep, practice-based knowledge and strategic influence
in the field.

Participants’ roles spanned both operational and strategic domains and included ex-
ecutive-level positions such as Chief Technology Officer (CTO), Chief Al Officer (CAIO),
Chief Data Officer (CDO), and Chief Information Officer (CIO); individuals responsible
for shaping their organizations” Al and data strategies. Additional participants held lead-
ership roles such as Chief Information Security Officer (CISO), Head of Data & Al and
Data Protection Officer (DPO), overseeing technical implementation and regulatory com-
pliance. Other interviewees included team leads and division heads in data science, Al
development, cybersecurity, and business innovation—all actively engaged in the design,
deployment, and governance of Al systems and data infrastructures.

The sample reflected a broad and diverse geographic distribution, with participants
originating from multiple continents. Within Europe, countries represented included the
United Kingdom, Ireland, Italy, Germany, France, Spain, Austria, Switzerland, Norway,
Latvia, and North Macedonia. North America was represented by participants from the
United States, while Africa was represented by South Africa. From Asia, participants were
drawn from Israel, and Oceania was represented by Australia. This wide international
scope underscores the global relevance of the research topic and contributes to the rich-
ness and heterogeneity of perspectives captured in the study. Notably, several partici-
pants held multinational roles or worked within globally distributed teams, further
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enhancing the diversity of insights and reflecting the transnational nature of contempo-
rary Al and data-driven work environments.

While the vast majority of participants (n = 69; 93.2%) were embedded within organ-
izational structures across diverse sectors; including technology, finance and banking, ed-
ucation, law, healthcare and pharmaceuticals, manufacturing, and energy —a smaller sub-
set (n =5; 6.8%) operated independently as Al and data consultants. The youngest organ-
ization represented was a one-year-old IT consultancy in North Macedonia, while over
half the participants (n = 38; 51.4%) worked for companies more than a decade old, includ-
ing 16 (21.6%) employed by firms with over 20 years of operational history. In terms of
organizational scale, six participants (8.1%) worked at small startups with fewer than 20
employees, while ten (13.5%) came from large enterprises with workforces exceeding
10,000 employees.

The selected sample size of 74 participants is considered substantial for an expert-
based qualitative study and exceeds the typical range found in similar research involving
elite or professional informants. While many qualitative studies reach thematic saturation
with 12 to 30 participants—particularly when the population is relatively homogeneous
[55-57] —larger samples are increasingly warranted in studies addressing complex, inter-
disciplinary, and globally distributed phenomena. In management and organizational re-
search, for example, sample sizes of 50 or more have been effectively employed to capture
variation across sectors, roles, and institutional contexts [58,59]. In the context of this
study, the inclusion of a larger and more diverse pool of senior professionals was essential
to ensure the collection of rich, multilayered insights into the evolving and multifaceted
landscape of Al and data science—particularly in relation to data governance, regulatory
adaptation, and model deployment. This approach aligns with recent methodological rec-
ommendations in qualitative research that emphasize maximizing variation and enhanc-
ing trustworthiness when investigating global domains [60].

4.3. Data Collection and Analysis

To ensure that participants were meaningfully engaged with the research topic and
capable of offering firsthand, experience-based insights, recruitment was conducted
through professional knowledge-sharing communities on social media platforms, most
notably public LinkedIn profiles of individuals active in the fields of artificial intelligence
and data science. These profiles provided transparent, verifiable information about par-
ticipants’ professional roles and expertise. Given the global dispersion of participants and
the demanding schedules of senior professionals, the personal interviews were conducted
via secure video conferencing platforms, primarily Zoom and Microsoft Teams.

Data collection occurred over four iterative stages, each lasting approximately one
week. Following each stage, the interview protocol was refined in light of emerging in-
sights, enabling a deeper and more focused exploration of the research themes over time
[47,49]. Sample guiding questions included:

¢  What are the current challenges and risks involved in managing the data lifecycle—
from acquisition to deployment and monitoring of AI models?

e Which of these challenges do you consider most urgent?

e  How does data quality influence the accuracy and performance of Al models?

¢ What are the organizational or project-level consequences of unresolved data quality
issues?

¢ How is your organization addressing evolving regulatory requirements around data
privacy and Al compliance?

Participants were encouraged to speak openly and reflectively about their experi-
ences, fostering the emergence of authentic and context-rich narratives. All interviews



Mach. Learn. Knowl. Extr. 2025, 7, 122 8 of 21

were transcribed and securely stored in digital formats. Throughout the data collection
and analysis process, researchers maintained reflexive research logs to document emerg-
ing themes, interpretive insights, and methodological reflections. The semi-structured in-
terview protocol was carefully designed to balance consistency with flexibility, allowing
participants to guide the conversation toward topics most pertinent to their professional
contexts. This approach helped minimize the influence of researcher assumptions and fa-
cilitated the emergence of participant-driven perspectives. Concurrently, the reflexive
logs served as a methodological tool for enhancing interpretive transparency, enabling
sustained attention to the interpersonal and contextual dynamics that shaped both data
collection and analysis [47,51,52].

The data were analyzed using thematic analysis, supported by the qualitative data
analysis software MAXQDA (version 2022.8). The analytic process followed a multi-stage
coding strategy: beginning with open coding to identify core ideas, followed by axial cod-
ing to explore relationships among themes, and culminating in cross-sectional analysis to
compare patterns across participant groups. More specifically, the analysis adhered to six
recursive phases: familiarization with the data, generation of initial codes, searching for
themes, reviewing themes, defining and naming themes, and final reporting [61,62].

To enhance analytic rigor and minimize interpretive bias, inter-coder reliability pro-
cedures were implemented, involving independent coding by multiple researchers and
consensus-building discussions [63]. In addition, a comprehensive audit trail, including
reflexive field notes, analytic memos, and coding decisions, was maintained throughout
the research process to enhance transparency and allow for independent verification of
the analytic procedures. Follow-up interviews were conducted when participant re-
sponses were ambiguous or required additional context, further supporting the accuracy
and credibility of the interpretations. Furthermore, to strengthen the credibility of the
findings, authentic and unmediated participant accounts are interwoven throughout the
findings chapter, serving as direct evidence to substantiate the analytic claims and provide
deeper insight into participants” perspectives.

Figure 1 provides a visual summary of the research process, outlining the key meth-
odological stages from design to analysis.
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Research Paradigm

Qualitative, Constructivist-Interpretivist

Emphasizes contextual, experiential knowledge.

e Ethical foundation established from the outset;
IRB approval obtained prior to data collection.

Participant Recruitment
-w Expert Sampling via LinkedIn
Targeted outreach to senior professionals in Al &
Data leadership roles.
e Participants received full study information and
provided informed consent.

Data Collection Method
' Semi-Structured In-Depth Interviews
Conducted via Zoom/Teams with 74 participants
across sectors and regions.
o Confidentiality assured; no proprietary data
collected.

Iterative Interview Process
' 4 Rounds of Interviews
(September-October 2024)
Round 1: 15-19 September - 14 participants
Round 2: 22-26 September - 19 participants
Round 3: 29 September-1 October - 14 participants
Round 4: 6-10 October - 27 participants
e Interview protocol refined iteratively;
participants could withdraw at any time.

Analytical Approach

. Thematic Analysis
Open - Axial - Cross-sectional coding using
MAXQDA.

e Data anonymized prior to analysis;
stored securely on encrypted devices.

Rigor & Validation
Inter-Coder Reliability & Reflexive Journaling

Follow-up interviews conducted for clarification.
o Ethical reflexivity maintained throughout
interpretation.

Figure 1. Overview of Research Design and Methodology.

5. Results

This study identified five interrelated thematic domains reflecting the perceptions of
senior professionals regarding the challenges and organizational dynamics associated
with data-driven Al systems. These themes highlight both technical and organizational
dimensions and emphasize the centrality of data as a strategic resource in AI development
and deployment. For clarity and synthesis, a concise summary is provided in bullet points
at the end of each subsection (Sections 5.1-5.5).

A recurring concern among participants was the cautious and often hesitant ap-
proach organizations take toward adopting Al technologies. As one expert in NLP, work-
ing as an independent data analytics consultant, explained: “Due to the multitude of associ-
ated challenges, organizations aren’t quick to adopt Al technologies” (P21). This cautious senti-
ment was echoed by a CDO at a major U.S. bank, who shared:

“Right now, we're not rushing to adopt this innovative technology. In fact, we’re even
quite hesitant to implement older Al-based systems that are already in use by other banks
for underwriting and loans. The only Al-based application we’ve agreed to implement is
a personal virtual assistant —a kind of chatbot —that doesn’t require broad, unrestricted
access to our customer data” (P9).
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A similar perspective was voiced by the VP of Emerging Tech at a large French in-
surance firm: “We still don’t have an Al solution that gives us full confidence in setting premiums.
Many processes, even today, are done manually” (P56). In contrast, concerns were raised about
the opposite tendency —organizations that adopt Al too hastily. One participant warned:

“Companies that rush to adopt Al applications don’t understand the implications of the
risks. We’re going to start seeing more and more lawsuits against companies for non-
compliance with regulations or for discrimination. Only then will executives start to
wake up” (P50).

The complexity of developing and deploying Al-based systems was frequently de-
scribed using vivid language. Participants referred to these efforts as involving “pain
points” (P70), a “burning issue” (P61), and “super-significant challenges” (P35). These diffi-
culties contribute to “reduced trust in Al technologies among users” (P13), a concern explored
further in the following subsections.

5.1. Data Preparation Challenges

Participants consistently emphasized the technical and operational burdens associ-
ated with collecting, cleaning, and preparing data for Al development. One expert high-
lighted the challenge of integrating heterogeneous data sources: “Integrating data from mul-
tiple channels —with high variability in formats, schemas, and standards—can lead to inconsist-
encies, making it difficult to ensure ‘clean” and usable data for analysis and modeling” (P65). An-
other added: “Handling data that comes from diverse sources and exists in different formats can
be challenging, especially when combining structured and unstructured data” (P66).

The infrastructural demands of managing such data were also underscored. A CAIO
at a large U.S. tech firm explained:

“As data increases in volume and variety, maintaining an efficient and cost-effective
infrastructure that can handle both large-scale storage and processing becomes a major
challenge —particularly when real-time access is required” (P31).

Beyond infrastructure, financial implications were also raised. According to the Head
of Data at a major pharmaceutical company:

“Many times, after completing the data cleaning process, we discover that the data is
not relevant at all, and we have to start over —sometimes even purchase entirely different
datasets. This costs our organization a great deal of money! Millions of dollars are some-
times wasted due to inaccurate data” (P43).

This point was reinforced by the CTO of a mid-sized tech company: “Often, organiza-
tions lack the data needed to train their models and find themselves in a bind —so they settle for off-
the-shelf models that cover about 90% of what they were aiming for in terms of key business per-
formance metrics” (P24).

Several participants stressed the difficulty of discerning relevance within large da-
tasets. As one consultant put it: “The biggest challenge is understanding what’s actually rele-
vant [for model training] and, conversely, which data can be discarded” (P8). Labeling data for
supervised learning was also flagged as a resource-intensive process. One participant
stated: “Accurately labeling large-scale raw data, while also anonymizing it without losing its
meaning and utility, presents major challenges” (P70). Others described labeling as “tedious
and labor-intensive work that takes a lot of time” (P47). A CDO in an information services
company in the US noted: “Often, people are hired temporarily just for this manual effort, and
then let go afterward” (P60).

As a mitigation strategy, many highlighted the need for a skilled, data-literate work-
force: “Organizations should focus on recruiting and developing a workforce with exceptionally
strong data literacy” (P67). Another expert described internal quality assurance practices:
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“We frequently validate our data collection, cleaning, and processing workflows using internal
tools” (P49).

In summary, participants highlighted the complexity and demands of preparing data
in developing Al-enabled solutions:

e Integration of heterogeneous and variable data sources adds complexity and incon-
sistency.

e  Large-scale data processing and infrastructure requirements create operational bur-
dens.

¢ Data cleaning, relevance assessment, and labeling are time- and labor-intensive.

e  Skilled, data-literate teams and internal validation practices are crucial for managing
these challenges.

5.2. Data Quality Risks and Mitigation Strategies

Informants consistently emphasized that high-quality data is indispensable across
the Al lifecycle, representing a shared concern among both C-level executives and com-
pliance officers. One participant characterized it as a “pressing and significant concern”
(P39), while a Director of Data Science at a major technology firm noted: “It’s a core priority
that receives substantial resources and dedicated personnel” (P44). Despite this recognition, en-
suring and sustaining data quality was described as a costly endeavor. As two experts put
it: “Maintaining high-quality data for Al systems involves high operational costs” (P65), and “It’s
extremely expensive” (P72).

Poor data quality was described in concrete terms— “missing, incomplete, or partial
data” (P29), “inaccurate, irrelevant, duplicate, or inconsistent records” (P26), and “incorrectly
labeled or annotated datasets” (P45). A founder of a French business consultancy summa-
rized: “It’s a garbage in, garbage out situation” (P42). The consequences of poor-quality data
were seen as far-reaching. A data scientist at a global food and beverage company noted:
“It introduces a lot of noise into the models and severely limits their accuracy” (P45). Others
pointed to broader organizational impacts, such as “delayed time-to-market” (P29), “in-
creased operational costs” (P41), “eroded trust in Al systems” (P40), and “regulatory non-com-
pliance” (P38). A CTO emphasized the pivotal role of data as the foundation upon which
effective Al model performance depends: “You can’t separate data from proper model devel-
opment and optimization” (P24).

To mitigate these risks, participants described a range of validation and monitoring
practices. One expert outlined a multi-stage approach:

“We start by ensuring that the data is well-defined, diverse, and representative. Then
we validate the expected inputs for each model and scan them thoroughly before training
begins. ... We've built Power Bl dashboards that alert us in real time to poor data qual-
ity. ... We implement automated data cleaning —or at the very least, automated alerts
that flag errors” (P73).

This emphasis on proactive quality control was echoed by others:

“The ability to track data from acquisition through every stage of its lifecycle—prepro-
cessing, modeling, and deployment —is critical. ... I use automated tools to detect miss-
ing values, inconsistencies, and anomalies, followed by enrichment processes to ensure
completeness and accuracy” (P65).

Finally, the importance of robust governance frameworks was highlighted. A Head
of Data at a leading German tech firm stressed, “Every organization needs to implement strict
data governance mechanisms. These ensure proper preparation, responsible use, and effective man-
agement of data. Governance also establishes ownership and clearly defines which roles are account-
able for data quality” (P41). Nevertheless, it was evident that participants expressed consid-
erable dissatisfaction with the current solutions available. Many underscored that existing
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tools and frameworks fall short in addressing the complex and persistent challenges as-
sociated with data quality. These approaches were often viewed as insufficiently effective
or comprehensive, lacking the adaptability and depth required to meet the rigorous de-
mands of data-intensive environments.

In summary, data quality emerged as a central concern affecting model performance
and organizational outcomes:

¢ Inaccurate, incomplete, or inconsistent data jeopardizes Al reliability.

e  Poor-quality data increases operational costs and delays in deployment.

e  Governance frameworks and validation tools help monitor and maintain quality.

o  Existing solutions are still insufficient to fully address complex, persistent challenges.

5.3. Privacy, Security, and Data Leakage Concerns

Concerns around data privacy, leakage, and cybersecurity threats were prominent
across interviews. A CISO in the cybersecurity sector pointed to a growing organizational
worry: “The main concern companies have today is how to ensure that employees don’t share per-
sonal or sensitive information with various chatbots” (P2). A DPO at a UK public firm warned
about vendor misuse: “Some vendors claim to be Al providers, but in reality, they’re collecting
everyone’s data to train their models and sell them to big tech companies” (P10). Similarly, a data
and product development expert at a legal services firm in Israel emphasized the need for
internal control:

“A company purchasing LLMs must be absolutely certain that its data is securely han-
dled by the supplier. But managers often struggle to control what employees input into
Al tools, so it’s crucial for every organization to have a clear policy on this matter” (P15).

This underscores the need to “ensure that every department complies with national pri-
vacy regulations, particularly GDPR [General Data Protection Regulation]” (P2).

Cybersecurity threats were described as both emerging and serious. “One of the most
significant risks in deploying these models is related to security vulnerabilities. Al models can in-
troduce new threats, such as adversarial attacks, making strong security measures absolutely es-
sential” (P66). Another Al and Data expert elaborated: “Deployed Al models may be exposed
to adversarial attacks, where malicious users attempt to manipulate predictions or access sensitive
information” (P65). A CIO at a South African IT firm added a broader concern: “There’s so
much data that it’s hard to ensure none of it leaks or gets lost” (P3).

A particularly stark warning came from a senior software engineer at a U.S. cyberse-
curity firm, who expressed concern about open-source LLMs:

“It’s unclear what these models were trained on or what cybersecurity risks they might
contain—like backdoors, exploits, or critical vulnerabilities. ... Most only conduct basic
security checks. ... We haven’t seen a major Al-driven breach yet, but I'm certain it’s
only a matter of time” (P20).

In summary, concerns about misuse, employee practices, and system vulnerabilities
converged into a shared sense of organizational risk, reflected in the following issues:

e  Employees may inadvertently expose sensitive information through Al tools.
e  Vendors risk misusing organizational data for training and resale.

e  Almodels create new cybersecurity threats, including adversarial attacks.

e  Open-source models carry hidden vulnerabilities that are difficult to assess.

5.4. Ethical and Technical Challenges of Bias and Opacity

Unintended algorithmic bias was consistently identified as a critical challenge in Al
system development. One participant emphasized the ethical implications of such bias:
“There is always a risk of unintended outcomes [from algorithmic models], such as biased
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decision-making, which requires ongoing ethical evaluation” (P66). Another expert added a
longer-term perspective, highlighting the issue of model drift:

“Even well-trained models can produce biased results, which may have unintended so-
cial or ethical consequences that are often difficult to detect in real time. There’s also the
issue of model drift —over time, Al models may become less effective due to changes in
underlying data or external factors, leading to inaccurate predictions” (P65).

Real-world examples illustrate how contextual factors can distort model outputs. A
senior data science lead at a U.S.-based company specializing in smart water sensors shared:

“We expect real-time alerts when a leak occurs. Our main pain point is when the algo-
rithmic model simply gets it wrong —sometimes it flags a problem where there isn’t one,
and other times it misses actual issues. ... For instance, during the Super Bowl in the
U.S., people’s water usage patterns change dramatically. The Al-based sensors misin-
terpret this as a leak, introducing bias into the model” (P55).

Bias can also emerge from the early stages of data preparation. A data scientist spe-
cializing in image processing at a small environmental services company in Norway ex-
plained it as follows: “Proper data preparation is critical for producing reliable model outcomes.
Even slight pixel-level inconsistencies in training data can cause major disruptions, leading to bias
and rendering the results irrelevant” (P28). Importantly, several participants stressed that
bias is not only a technical issue but also a human one. As one interviewee put it: “We
recognize that humans are biased, and therefore so are the developers of these models” (P67). An-
other recurring concern was the lack of transparency and explainability in Al systems.
One expert described this challenge succinctly: “There’s a deep lack of understanding about
what Al actually does and how it works. In practice, it’s a black box” (P67).

To address these ethical and technical issues, some organizations are adopting en-
hanced validation protocols. A CAIO in the healthcare sector described their approach:

“Our organization conducts rigorous quality assurance processes based on multiple
logic layers throughout the training phase, because we don’t fully trust the model out-
puts. We flag errors as they arise and perform unique model validation for each dataset —
we don't just feed data into the model blindly. ... Any company that deals with large
volumes of data and wants to integrate Al applications must have someone on staff with
strong formal training in data science” (P17).

This view was reinforced by the Head of Cybersecurity at a U.S. civil engineering
institution, who warned:

“In many companies, the people working with Al systems are data scientists who lack a
strong foundation in advanced statistical methods. This exposes them to significant risks
without even realizing it. The key is to hire expert statisticians who can handle the data
before it enters the models. Only then can we better understand the algorithms, correct
for bias, and remain alert to emerging issues” (P6).

In summary, bias and opacity were seen as critical barriers to trust and reliability in
Al

e  Algorithmic bias can arise from data inconsistencies and contextual misinterpreta-
tions.

¢  Human bias and limited statistical expertise compromise model reliability.

e  Model drift and opacity reduce trust and long-term validity.

e  Organizations respond with layered validation protocols and expert oversight.

5.5. Organizational Responses to Al Regulation

The topic of Al regulation generated considerable discussion, particularly among
participants from highly regulated sectors such as finance, healthcare, legal services, and
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the public sector. A CEO of a small startup developing a proprietary LLM shared: “Many
of our customers frequently ask about the compliance of our Al-based product with requlatory and
legal standards” (P18). Despite growing awareness, many acknowledged that regulatory
adaptation is still in its early stages. As the Head of Data and Al at a financial firm re-
marked: “Most companies are not there yet” (P14). In the absence of comprehensive man-
dates, “organizations often rely on internal policies” (P59) or “assign dedicated teams to track
upcoming regulatory developments” (P10).

Most current efforts appear to focus narrowly on privacy compliance. One expert
observed: “Organizations are mostly just making sure their model development complies with
privacy regulations, and not much more” (P5). Several participants mentioned early engage-
ment with the EU AI Act. One described this initial response as follows: “Some companies
are just beginning to explore the broader implications of the EU Al Act. For now, most are focusing
on transparency and documentation of training processes” (P2). A data protection consultant
in Italy confirmed the limited practical readiness: “Although we’re seeing a shift toward Al
Act compliance, we currently lack the practical tools to address it. For now, it’s mostly about doc-
umentation” (P8).

A deeper concern, however, centered on the lack of enforcement mechanisms: “There’s
no clear way to enforce these requlatory frameworks, so in practice, anyone can do whatever they
want. That’s the main problem with regulation —it lacks enforceable mechanisms” (P74). Another
interviewee noted how responsibility is often shifted to external Al vendors: “At this point,
the burden of responsibility is largely pushed back onto the major suppliers, like OpenAl. I rely on
their certifications, and Al requlation always ends up at the bottom of our priority list” (P16).

Nonetheless, some organizations are beginning to adopt more structured and proac-
tive approaches. One participant described a comprehensive strategy:

“We maintain continuous monitoring. A dedicated team tracks requlatory changes and
updates our processes accordingly. Our data governance framework was designed to be
flexible from the outset, allowing us to quickly implement necessary changes in response
to new regulations. Beyond that, we ensure our teams receive ongoing training on the
latest regulatory requirements and emphasize the importance of compliance throughout
the entire project lifecycle. I believe that built-in tools for automated compliance will
significantly enhance productivity and reduce the risk of non-compliance” (P66).

Another participant concluded with a broader call to action: “A thorough analysis of
regulatory requirements is essential, along with active involvement from stakeholders and interna-
tional experts in systems thinking” (P71).

In summary, regulatory adaptation remains limited, but proactive measures are
emerging:

¢  Most organizations are in early stages of regulatory readiness.

Internal policies and monitoring teams are used to track evolving requirements.
e  Current efforts primarily focus on privacy compliance (e.g., GDPR).

Enforcement mechanisms are unclear, often shifting responsibility to vendors.

6. Data-Centric Framework

This study investigated how strategic professionals in Al and data science conceptu-
alize the role of data in shaping Al-enabled solutions. Drawing on in-depth interviews
with 74 senior experts, the findings offer a grounded, practice-oriented perspective that
disrupts dominant model-centric paradigms in Al research. While much academic focus
remains on algorithmic innovation and model development, this study repositions data
as the principal site of complexity, uncertainty, and strategic decision-making in real-
world Al development.
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To articulate this reorientation, a conceptual model of the Al lifecycle was con-
structed based on practitioners’ narratives and grounded in their lived experiences (see
Figure 2). The model delineates a data-centric process that spans from initial collection
and preparation to deployment, monitoring, and explainability; each phase involves dis-
tinct professional roles and tightly coupled interdependencies. Rather than presenting a
linear pipeline, the model emphasizes the recursive and evolving nature of data work,
portraying data not as a static input but as an active infrastructure that is continuously
shaped by, and shaping, technical and organizational decisions. Whether through feature
engineering, error correction, or interpretability practices, data emerges as both the foun-
dation and connective tissue of Al systems. This centrality is further detailed in Table 2,
which outlines the key components of the model and illustrates how data-related tasks,
challenges, and decisions permeate every stage of the lifecycle.

Data Collection
(Data Engineer)

Data Quality and
Representation

Explainability
(Data Scientists/
ML Engineers)

Data Preparation
(Data Scientist)

Result Effective Feature
Interpretation Selection

Performance
Monitoring

Model Performance
Optimization

Monitoring &
Maintenance
(ML Ops Engineer)

Model Development
(ML Engineer)

Seamless
Intergration

Deployment
(DevOps Engineer)

Figure 2. Conceptual Model of the Al Lifecycle: A Data-Centric Perspective.

Table 2. Data-Centric Components of the AI Lifecycle Model.

Stage

Role(s) Involved

Data-Centric Focus and Description

Data Collection

Data Preparation

Model Development

Deployment

Monitoring & Mainte-
nance

Explainability & Inter-
pretation

Data Engineer

Data Scientist

ML Engineer

Initiating the lifecycle, this stage involves sourcing, aggregating, and validating
raw data. The quality, representativeness, and accessibility of data at this point
fundamentally shape all downstream Al processes.

Data is cleaned, transformed, and structured to ensure usability. Feature selec-
tion —identifying the most relevant variables—is a critical data-driven task that di-
rectly impacts model performance.

While focused on algorithmic design, this stage remains data-dependent, as model
training, tuning, and validation rely entirely on the quality and structure of the in-
put data.

Although technical in nature, deployment requires careful handling of data pipe-

DevOps Engineer lines to ensure that real-time or batch data flows into the model as intended.
Ongoing evaluation of model performance is driven by continuous data input.

ML Ops Engineer Monitoring for data drift, anomalies, or shifts in distribution is essential to main-
tain reliability.

Data Scientists/ML En- Iﬁterpreting.moc.iél outputs requires understandin.g how qata influenced def:i— .

- sions. Explainability tools often rely on data-centric techniques to trace and justify

predictions.
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6.1. Data Challenges in the Eyes of Strategic Experts (RO1)

The first research objective examined the primary challenges experts face when
working with data during AI model development. Participants uniformly portrayed data
work as laborious and iterative —entailing a complex web of manual cleaning, source rec-
onciliation, formatting, labeling, and infrastructure management. Unlike abstract defini-
tions of data quality, their accounts emphasized the embodied and organizational effort
required to render data usable at scale. These accounts provide empirical weight to recent
critiques of model-centrism (e.g., [8,9,11]), and reposition data readiness—not model ar-
chitecture—as the true bottleneck of Al pipelines.

Moreover, the findings indicate that many organizations remain preoccupied with
basic data hygiene, often delaying attention to higher-level ethical considerations such as
bias mitigation or algorithmic fairness. This suggests that data quality cannot be mean-
ingfully pursued without first achieving a threshold of operational maturity. Rather than
viewing veracity, consistency, and completeness as low-level concerns, the study reveals
them as strategic dependencies upon which more advanced Al ambitions rest [32]. In this
way, the invisibility of data labor [5,12,17,22] emerges not only as a theoretical issue but
as a concrete obstacle to responsible Al development.

6.2. The Strategic Impact of Data on Al Development (RO2)

The second research objective explored how data-related challenges influence Al sys-
tem development and organizational outcomes. Across interviews, a clear consensus
emerged: data quality, contextual relevance, and organizational fit consistently outweigh
the influence of model sophistication. Participants linked poor data to cascading effects —
ranging from lower model accuracy and prolonged development cycles to regulatory ex-
posure and reputational damage. These consequences illustrate that data challenges are
not confined to technical performance but affect broader strategic imperatives, including
time-to-market, stakeholder alignment, and compliance trajectories.

Crucially, professionals did not view data as a fixed asset to be optimized once mod-
els are in place. Instead, they described data as an evolving entity that must be aligned
with changing organizational goals and domain conditions. This fluidity aligns with the
principles of DCAI, which emphasize continuous data refinement as a primary lever of
model performance [7,9,23]. Beyond technical barriers, participants emphasized organi-
zational frictions, such as cross-team miscommunication, inconsistent annotation proto-
cols, and underinvestment in domain-specific knowledge. These dynamics reinforce ar-
guments by D’Ignazio and Klein [64] that data infrastructures are inherently social and
value-laden, requiring more than engineering rigor; they demand cultural fluency and
interdisciplinary negotiation.

6.3. Strategies and Limitations in Addressing Data Risks (RO3)

The third research objective focused on how professionals attempt to manage data-
related risks. Participants described a variety of mitigation strategies, such as automated
QA pipelines, annotation guidelines, and validation dashboards. Yet these were often
seen as stopgap solutions rather than systemic fixes. Particularly, reliance on outsourced
data services or pre-trained models was met with caution, as these approaches often lack
the domain specificity required for nuanced applications. The recurring view was that
data cannot be abstracted from its context—local expertise and in-house stewardship are
essential to ensuring relevance, traceability, and trust.

These findings contribute to a growing literature on the operationalization of Al,
which underscores the importance of integrating models into complex, real-world envi-
ronments [32,65]. As Sambasivan et al. [5] argue, most existing tools were not designed to
meet the specific challenges posed by modern Al data pipelines. This study supports that
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view and further highlights the strategic importance of robust data governance—not as a
compliance checkbox, but as a dynamic and ongoing framework for managing responsi-
bility, adaptability, and cross-functional alignment. A unifying insight from the inter-
views was the emergence of a shared professional ethos: a recognition that trustworthy
Al depends not just on sophisticated models but on rigorous, socially informed data prac-
tices. This ethos represents an implicit call to reorient both academic and industrial prior-
ities toward the data layer as the true locus of Al capability and risk.

7. Conclusions
7.1. Theoretical Contributions

This study makes a significant theoretical contribution by redirecting scholarly atten-
tion in Al research from algorithmic optimization to the foundational role of data. While
much of the academic and industry discourse has emphasized model performance and
computational power, our findings reinforce an emerging shift toward a data-centric par-
adigm. Data is revealed not as a neutral input, but as a dynamic, labor-intensive, and con-
text-dependent infrastructure—one that critically shapes the effectiveness, fairness, and
accountability of Al systems.

By foregrounding data as a site of human judgment, negotiation, and labor, the study
enriches sociotechnical understandings of Al as a system deeply embedded in institu-
tional, organizational, and cultural contexts. This reconceptualization aligns with and is
operationalized through the Al Lifecycle model developed in this research, which maps
the iterative and interdependent phases of Al development—from problem formulation
and data acquisition to model deployment and post-deployment monitoring. Crucially,
our findings demonstrate that data-related decisions recur across the entire lifecycle and
must therefore be treated as a central component of system design and evaluation. Ethical
imperatives such as transparency, bias mitigation, and accountability cannot be appended
as afterthoughts; they must be embedded within data governance, stewardship, and ep-
istemic framing from the outset. This perspective advances theoretical discourse by bridg-
ing normative principles with empirical data work, and by emphasizing the socio-organ-
izational processes through which Al systems become trustworthy and functional.

7.2. Practical Implications

On a practical level, the study suggests that organizations may benefit from a strate-
gic realignment in Al development—shifting from a narrow focus on model accuracy to
a broader attention to data quality, governance, and context-sensitive workflows. Many
of the most pressing technical, ethical, and legal challenges associated with Al arise from
upstream data issues, rather than algorithmic flaws. Anchoring responsible Al practices
within the Al Lifecycle model, particularly in its early and middle phases, can help antic-
ipate and mitigate downstream risks such as bias, opacity, and performance failures.

The findings indicate that successful Al implementation depends on domain-specific,
context-aware data work that integrates technical expertise, organizational knowledge,
and regulatory awareness. Robust Al governance appears to require cross-functional col-
laboration among data scientists, domain specialists, legal advisors, compliance officers,
and decision-makers. Policy instruments such as the EU Al Act are important, yet effective
implementation also demands enforceable operational standards, sector-specific guide-
lines, and capacity-building initiatives that institutionalize responsible data practices. In-
vestments in data pipelines, documentation protocols, metadata standards, and collabo-
rative workflows are therefore likely to enhance sustainability and credibility, though
practical constraints and organizational realities may limit the extent to which these
measures are fully adopted.
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7.3. Limitations and Future Research

As a qualitative, expert-driven study, the findings presented here are interpretive
and contextually situated. They primarily reflect the experiences of professionals in stra-
tegic and technical leadership roles, which may limit the representation of operational
perspectives, including those of data annotators, compliance teams, or end-users directly
interacting with Al systems. The study also captures a specific moment within an evolving
regulatory and technological landscape, potentially constraining the generalizability of its
conclusions across different times and sectors. Furthermore, although the research draws
on a substantial set of expert interviews, validation of secondary data sources remains
somewhat limited, and despite efforts to address potential biases during data collection,
some degree of interpretive bias inherent to qualitative inquiry cannot be entirely ex-
cluded.

Future research should extend this work by employing comparative case studies
across different industries, organizational structures, and national settings. Longitudinal
designs could offer deeper insight into how data governance practices evolve in response
to shifting regulatory frameworks such as the EU Al Act. In particular, empirical investi-
gation into the enactment and adaptation of Al Lifecycle models in real-world environ-
ments—using ethnographic or participatory approaches—could reveal the frictions, im-
provisations, and negotiations that shape responsible Al development in practice. Inter-
disciplinary collaborations that bridge Al research, organizational theory, and legal schol-
arship will be essential for unpacking the complex infrastructures that underpin trustwor-
thy and effective Al systems.
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